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http://
www.andromedaproject.org

SnapshotSerengeti.org

http://www.astro.washington.edu/groups/phat/Home.html


Whale FM: Listen to whale calls to decode their language

10,000

volunteers

whale.fm

classifications 


150,000



Old Weather: transcribe the logs of WW1 vessels as they travel the globe, 
collecting valuable climate data

25,000

volunteers

oldweather.org

pages 


1,000,000



Cell Slider: answer simple questions about medical data to help the effort to 
find treatments for breast cancer.

24

hours

cellslider.net

classifications 


19,000





DSL and tools for project 
building "classification": { 

    "firstStep": "pickOne", 
!
    "pickOne": { 
      "type": "button", 
      "question": "Choose one", 
      "choices": [{ 
        "value": "default", 
        "image": "//placehold.it/100.png", 
        "label": "Default" 
      }, { 
        "value": "specific", 
        "image": "//placehold.it/100.png", 
        "label": "Specific" 
      }], 
      "next": "pickAnotherOne" 
    }, 
!



www.github.com/zooniverse/Panoptes

www.github.com/zooniverse/!
Panoptes-front-end

http://www.github.com/zooniverse/
http://www.github.com/zooniverse/


www.github.com/ttfnrob/milkman

http://www.github.com/ttfnrob/milkman
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Our algorithm, in order to play fair, started with no knowl-
edge of the contributors’ confusion matrices. In the first
round, we had it assign to each contributor the set of 92 avail-
able objects (where “available” means “classified by this con-
tributor in the real experiment but not yet in this simulation”)
with the most judgments already collected, thus collecting
judgments for only a small number of objects. Although this
approach is inefficient at determining actual classifications,
it has the benefit of giving the algorithm a good initial esti-
mate of the contributors’ confusion matrices.5 In each subse-
quent round, the algorithm formed new maximum-likelihood
estimates of the confusion matrices by running expectation-
maximization over all judgments collected so far, and then
assigned to each contributor the subset of 92 available objects
with the highest values of mutual information conditioned on
the judgments already collected for that object, as defined by
equation (6).

We compared our algorithm to a “least-answered” algorithm,
which assigned to each contributor at each round the subset
of 92 available objects with the fewest judgments collected
so far, thus attempting to equalize the number of judgments
collected across all objects.

We also included a “random-assignment” algorithm, which
assigned to each contributor at each round a randomly chosen
subset of 92 available objects.

We scored each of the three algorithms after each round of
judgment collection. The results are presented in figure 5.
Our algorithm showed poor results after the first round in
which it accepted redundant judgments in order to boot-
strap its estimates of the confusion matrices, but then quickly
caught up and consistently outperformed the two control al-
gorithms. In later rounds the gap closed because there were
fewer available judgments to choose from, a limitation of the
“replay” nature of this experiment, so the three algorithms’
judgment sets and classifications began to converge to the full
data set and its reference classifications.

We expect that we have only scratched the surface of the
scheduling problem. Although the models we discussed
above for search and numeric tasks are too one-dimensional
to benefit from online contributor scheduling, one can imag-
ine more sophisticated statistical models that incorporate a
notion of domain expertise, for which a scheduling algorithm
like those above would progressively identify the domain of
a question and assign contributors skilled in that domain.

CONCLUSIONS
We developed the pointwise mutual information metric
�Ia,j , a measure of the amount of information in a contrib-
utor’s judgment that we use to estimate the correct answer
to the question, together with its expected value, the mutual
information metric I(A; J), which measures the average in-
formation obtained per question from a contributor.

5When we tried the experiment without this seeding approach, the
results were no better than the control groups, we believe because of
the sparsity of the incidence matrix between contributors and objects
in such a large-scale crowdsourcing project.
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Figure 5. Scoring of three judgment collection algorithms for the Galaxy
Zoo 2 experiment at each round of data collection. Our algorithm per-
forms poorly at first because it focuses on getting good initial estimates
of confusion matrices, then quickly overtakes the two control group al-
gorithms.

We then explored the use of conditional and multivariate mu-
tual information to capture the interaction between judgments
from different contributors (or between multiple judgments
from the same contributor).

We showed how to compute these quantities in an experi-
mental environment, and how they can be adapted to differ-
ent statistical models of contributor behavior, specifically dis-
cussing the differences between confusion matrix models and
probability-correct models. We provided a simplification that
makes our metrics easy to compute even over a very large
answer space.

We then described how to use them to optimize question-
contributor scheduling, demonstrating the utility of this tech-
nique in three experiments.

We believe there is much potential in the information-
theoretic approach to contributor evaluation. We will con-
clude by briefly introducing several possible extensions to the
work presented in this paper.

Evaluating Resolution Algorithms
It’s important to emphasize that mutual information does not
measure correctness of the judgments given. Judgments are
collected in order to help us find the correct answers to ques-
tions, but we acknowledge that the end result of the collection
process must inevitably be estimates of the correct answers,
not the correct answers themselves. We are only measuring
the amount by which contributors help us to arrive at these
estimates.

Therefore, our metrics depend very strongly on the estimation
techniques used. For example, if the answer to each ques-
tion is estimated using majority voting among the judgments
collected for that question, than we are rewarding confor-
mity and nothing else. If we use a probability-correct model
where a confusion matrix model would be more appropriate,
then we are ignoring (and punishing) the judgments of biased
workers. If we use a probability-correct model for questions

TextTammy Waterhouse 2013 – Pay by the Bit: Information-theoretic metric for collective human judgment
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We have a position open for a Javascript developer to work on !
an art history project with Tate. Contact me if you’re interested!
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