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NETWORK SYSTEMS MANAGEMENT SERVICE

= NSMS includes many
VMware trained staff

= Many years of experience from
ESX 2.5.x onwards

= Experience of a wide range of
VMware environments both
small and large

= Able to help at any and all stages
from planning to implementation
and ongoing management
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= OXFORD

= NSMS operates 4 vSphere
clusters as shared virtual
infrastructure

m 235 Virtual Machines

= 19 Hosts

m 443 GHz on 152 CPUs

= 808 GB Memory
Highly resilient

= Dual homed

= Continuous data replication
= VVMware build-in HA
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Existing Applications Future Applcations
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VMware vSphere 4

Availability

Security Scalablity

N — 4

VMotion vShield Zones | DRS
Storage viotion VM 5afe Hot Add
HA

Fault Tolerance

Data Recovery

yCompute valorage vINetwork

VMFS Distributed Switch

Thin Pravisioning

lllustration: VMware




VSPHERE 4.0

DISTRIBUTED RESOURCE MANAGEMENT




DISTRIBUTED RESOURCE SCHEDULER (DRS)

Balance computing capacity

= Align resources to meet business needs

= Create rules and policies to prioritise resource allocation to VMs

= DRS balances the total workload of all VMs across all hosts in the cluster

= Can be fully automated or simply provide recommendations
for administrators to action

VirtualCente

Global Scheduler

ESX Server ESX Server ESX Server

VM VM VM VM VM VM VM VM

Local Scheduler Local Scheduler Local Scheduler

Cluster

lllustration: VMware




DISTRIBUTED POWER MANAGEMENT (DPM)

DPM monitors resource requirements
across a DRS cluster:

= Reduced workload on cluster:

= Consolidate workload

= Place unused hosts in standby-mode
m Resource requirements increase:

= Bring standby-mode hosts back

m Distribute workload to
ensure service levels

—> Cut power and cooling costs
during low utilisation times

> Automate energy efficiency
management in data centres
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DISTRIBUTED POWER MANAGEMENT (DPM)

[~ DRS Cluster Settings

Cluster Fesbures
Widaare

Wirtus! Machne Ophions

Power Managament

[ePeY upses WWakm-on-LAM, IPMI, or iLO to poweer on hasks, When usng IPMI or LO, configurs
I o iU separately For each participatinng bost prior bo enablng DPM. For all povwes on

Levels of operation
= Manual: DPM makes

41 Moritoring methiods, best axit standby Fior each participating haost prior bo enabling TP, d t t h t
I = DRLS
) w:‘;_,, Specity the defaull povesr managemant For s cluster, recommen a IonS a appear
Wirtus! Machine Ophiors ¥
Z_m I'H- _w_ -___I_I;H-_ 'i_ wiC gt will not provide power management recommenidabicons O n th e D RS ta b
Hask Dotions Indirvidual host overrides may be set, but will not become active until
Misare EVC thig clisstes defsilt o either Manioal or Sukomatic,

Swaplie Locstion

T mlaiual
wiCenbes will recommend evacusting & host's virbual machines and powesing ofil the hest
whien the cluster's resource usage is ow, and powering the host back on when

= At ornatic

= Automatic: DPM executes host
operations if VMs can be
migrated based on the priority

wCenter will sautomatically ececute power managerment related recommendstions.

(aggressive to conservative)

OFM Theeshold;  Conservative | AT eSS

Appiy all recommendations
wlenter will apply povesr on recommendatons produced bo mest Yaare HA

. 5 —>You want to disable DPM for
G Fore T individual hosts of a cluster

YMmare MA

Virtual Mactew Options [ Host D Mariagement Last Time Exited S2andby

-.u.f:::“m V3. mae..sokorl. net Defaulk (Automatic) 712242009 9:55:50 AM - 5 W h ere t h e l I_ d St Tl me E X | te d

Sida v 1. mgt . solori . ret Def ault (Automatic) TIZ1J2009 9:40:15 PM - 5
Virtusd Machne Options w2 mge.solorl, net Def ault (Automatic) 7212009 8:25:31 PM - F St d b ’ t t . l N '
Power Maragermant vni4. mge.solor. net Default (Automatic) Never a n y S a U S IS eve r .
Mozt Optaons |
¥Mesare EVC
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Screenshots http://solori.wordpress.com/2009/07/24/in-the-lab-vsphere-dpm-quirky-but-functional/
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DISTRIBUTED POWER MANAGEMENT (DPM)

Supported technologies

= |ntelligent Platform Management
Interface (IPMI)

= |ntegrated Lights-Out (iLO)

location | Performance Confiquration SER S " Alarms

IPMI/ILO Settings for Power Management Properties. ..
IPMI or iLD sektings permit the host ko participate in a Distributed Power
- Wa ke on LAN (WO L) Management (DPM) enabled cluster, In addition, manual Standby and Power
on commands may be issued through wCenter,
User name: vaphere
S BMC IP Address: 192,168,13.131
et_up BMC MAC Address: 00:ed:81:b5:55:..,
. ) =N here.solori.local
= Test VMotion link of each host BB SOWORE
: : = [ DRS Cluster
= Configure IPMI, iLO or WolL [ vmD1.mgt.solori.net
(on VMotion NIC)

@ wm03.mat solori.net
= Test the wake capability of each host B
by choosing the ‘Enter Standby Mode’

and ‘Power On’ commands
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VNETWORK DISTRIBUTED SWITCH

ESX Host 1 ESX Host 2 ESXiHost 3
o b .

vmnic0 wvmnicl vmnic2 vmnic3 vmnic0 vmnicl vmnic2 vmnic3 vmnic0 vmnicl vmnic2 vmnic3
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ESX Host 1

vmnic0 vmnicl wvmnic2 vmnic3

e e

vmnic3

ESX Host 2

vmnic0 vmnicl

vmnic2 vmnic3

6 o | s

vmnicO0 vmnic]

ESXiHost 3

vmnic0 wvmnicl vmnic2 vmnic3

vmnic0 vmnicl

[
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VNETWORK DISTRIBUTED SWITCH

= Provides a central point of i SICED DTS
EATURE SWITCH SWITCH
control for datacenter-level S e e
Vil’tua| networking. Layer 2 Forwarding Yes Yes
[EE 802.1Q VLAN Yes Yes
= Centralised configuration interface  private vian Yes
for all virtual machine networking Multicast Support Yes Yes
Network Policy VMotion Yes
= Maintains network runtime state Physical Switch Connectivity
for virtual machines as they live sthernet Channel es es
) Load Balancing Algorithms Yes Yes
migrate from one host to another VM network port block Ve
. . . Traffic Management Features
0 All.ovvs hlg.her.securlty by engbllng o fote Limitne - -
inline monitoring and centralised Rx Rate Limiting Yes
firewall services. Management Features
. Data-centre level management Yes
= Enable third party development, WNetwork Switch APls Yes

l.e. Cisco Nexus 1000V
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VSPHERE 4.0 NETWORK MAXIMUMS

MAXIMUM

switches per VC
switches per ESX host
port groups per ESX host
port groups per switch
ports per host

uplinks per host

ports per switch

uplinks per virtual switch
VLANs/private VLANs

Sewr UNIVERSITY OF

« OXFORD

STANDARD DISTRIBUTED
SWITCH SWITCH
4,096 16
248 16
512 512
512 512
4,096 4,096
32 32
4,088 6,000
32 32

Limited by maximum number
of port groups
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PRIVATE VLAN ARCHITECTURE (PVLAN)

= Mechanism to divide a broadcast = The VLAN is further divided using

domain into several logical secondary PVLAN types:
broadcast domains. = Promiscuous
= Private VLAN Is an extension to = |solated
the VLAN standard to add = Community
further segmentation. = No Double Encapsulation
= Private means that the hosts in = Standard 802.1Q Tagging

the same PVLAN are not able to

be seen by the others, except m Switch software decides which

ports to forward the frame,

the selected ones in the based on the tag and the PVLAN
promiscuous PVLAN. lslac
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PRIVATE VLAN ARCHITECTURE (PVLAN)

'-‘-‘I-.ﬁ----

vfn-f'_

---.- -

Secondary 1 Secondary 1 Secondary
Private VLAN 2002 : Private VLAN 2001 - Private VLAN 10
(Community) : (Isolated) : (Promiscuous)
! 1
i I
VM VM : VM VM : VM VM
1 1
; 1 S ’ 1

DV Port Group A

e

AllVMs are part of
the same IP subnet

DV Port Group C

‘R‘:}/

Primary Private VLAN 10
(Promiscuous)
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N

PLLER N ﬁ
S5 ed. UNIVERSITY OF

il

TS

L] I
IT CONSULTANCY & MANAGED SERVICES

lllustration: VMware

14



VSPHERE 4.0

STORAGE




STORAGE CAPACITY MANAGEMENT

Datastores are managed as object in vCenter via datastore view

-'-l widenbocal - vsphere Client

Fle Edt “iew Inventory Administration Plug-ine Help

ﬁ Y Home b gf] Inventory P | Datastores g
o E - -
- I
- [ vi.dema.local Datacenter
- | Datacenter . - =
¢ [ Local Datastores _Summary  Mrtusl Machines  Hosts [EEEEELE
. i = e I Es -
E .:;“LII:L;'TI aad Ident#fication, Status, Device, Capatily,
i LN Identificaton Status Device Capacky Free | Type Last Update
il Production_Central | Ef  soragel (1) & MNorma naa. 6005080100, 110.50GE  102.33GB  vmfs3 10f22j2009 5:11:13 PM
kg Efficent i} Storagel (2) & Morma nas, 6001 e4f03ba.., 134.75G8 12658 GE wmfs3 10f22[2009 5: L0:59 PM
gy Emagel if Storaget & Noma naa 600508b100...  110.50GB  102.33GB  vmfs3 104222009 5; 10:35 PM
i Storagel (1) i Core_rfrastroctu.. @& Norms riad, GOOG0 16090, 293,75 GH 186,63 GB  vmfs3 10y22) 2009 4 1056 PM
B LN & MNorma riaa, 600G0 1 6090, ., TSGR ZB6.20GE  wmfs3 1OpZ2 2009 4 10:56 PM
B LuNZ & MNorea niaa, e00s0 16290, 29972 6B 239, 20GE vmfs3 10fE2) 200 & L0256 PM
EH Efficent 9 At naa, e00e016090,., £9.75 GB 4. 4068 vmfs3 0222009 5 10:35 PM
b8 Production_Certral @ MNorma miaa, 600s0 18090 ., 142,75 G5B 124,24 GB  wmFs3 LOF22 720003 5: 10:55 P
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STORAGE CAPACITY MANAGEMENT

Set Alarms on % FULL and % overcommitted

= [ vo.demo.local

- [EH Datacenter
 — .
# [ Local Datastores

= L,r"' SAM Dakastores

U LI 1
T LUK

¥ Production_Central
4 Frhicers
lj Skorane
[§ Storagel (1)

Sewd UNIVERSITY OF
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Wiew:  Triggered Alarms  Definitions

Mame Cefined Tn Chescriphion
'." Orwer_omimit Percent I_ﬂ This abject
@ Catastore usageond... [ vc.demolo.. Defauk alarm tor

Alarms

[+ Alarm Settings =3
General  Trggers II’-"eptﬂn‘rgl Fuctons |
Trigoer Type oruiiRon I Warning 1 Condtion Length | € Alert & Condition Length
Dratastore Disk Crverallocation (% 15 abaows 5 200
Datastore Disk Lisage (%% Is aborve s A
{* Trigger f any of the conditions are satisfied
™ Trigger ¥ all of the conditions are sabshied
add | |
K Cance I Help

A (LD Ak
il A 1D
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REPORTING

= ﬂ v demn. ko 5
Jhatarentes
T r Lo &l Diat astores
r' S8 Diatastores
g LLm
i w2

if Production_Certra
kj, Efficient
i§ Storagel
E Storagel (1)

Efficient

SLmisary Virtual Mackines  Hosks [RESTEEER

W |HIII'I'EI 'I

Gpace Utilization for Efficient
By File Type

Tirree Bange: |-:_s.t.:un v B f

Frsene  |0y20/ 03

Confgpuration  Tashs REvents  Slarms Permmsions — Slovege Wews

& By Virual Machines (Top 5)

B irual Disks - 35.50 GB
Swap Files - 10.00 GB
B Oiher Vi Frles - 000 GB

B Other- 046 GB
Frae Space - 23 39 GB
Total Space - 68.75 GB

8 1z0opm  ~* To: 10/Z1j09

i

01:00 pn

L0 20008 1200 P to 10/27,/08 100 PM Summary for Effioent
Space in GB

@

133 1
T30 1
110
100

10200 DEDne IQE0OR 13E00e 10ENDE 021N IDRN0e  ThiEiaoa
1200 Pl 30PN B30 PW B PM 1240 AWM 350 A TOD AWM 1010 &M

B Ajocated B Used B Capacity

W PADS-W2H3 -
W PADS-'WZIED
B PADT- W2 -
W PADE-W2K3 -
W PADI-W2HK3 -
Total Spacs -

o I

2201 GB
608 GE
E4T GB
597 Ga
587 GB

45 80 GH

lllustration: VMware
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VSPHERE 4.0

HIGH AVAILABILITY & FAULT TOLERANCE




VSPHERE HIGH AVAILABILITY (HA)

= \/Mware HA protects application = \V/Mware Tools must be installed

availability for application monitoring to
m protects against a server failure function.

by automatically restarting the = Test application monitoring

virtual machines on other hosts thoroughly before making VM

within the cluster. live and relying on it.

m protects against application
failure by continuously
monitoring a virtual machine and
resetting it in the event that a
failure is detected.
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VSPHERE FAULT TOLERANCE (FT)

S% a2 UNIVERSITY OF

% OXFORD

// RECORD

Nondeterministic events
* Input (network, user),
asynchronous |/O (disk,

primary

secondary

logging traffic

REPLAY

devices) CPU timer
events

Nondeterministic events
« Result = repeatable
virtual machine execution

f

N Y. m
= |
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VSPHERE FAULT TOLERANCE (FT)

= Provides Continuous = Once configured will work
availability even if VC server is down

= Replicates CPU instructions = Will not help if Primary
from a Primary VM to a crashes due to software error
Secondary copy = Large VMs (15GB RAM or

= |n event of failure Secondary more) may not work with FT
becomes Primary and a new due to latency of memory
Secondary is created copies

= Only one VM seen in VC
client (unless you look for it)

&eedn UNIVERSITY OF
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VSPHERE FT LIMITATIONS

= No Snapshots
(so no VM level backups)

= No SMP VM support

= No Physical Raw Device
Mappings

= No CD/Floppy/USB attached
devices

= |imited network device support,

no VMXNET3 or legacy devices,
only VMXNET2, VMXNET and
e1000

&eedn UNIVERSITY OF

= OXFORD

No paravirtualised SCSI devices,
only Buslogic and LS|

No NIC passthrough

Must use thick provisioned, FT
aware discs (converted
automatically)

No hot plug hardware

May not work with VMs with
15GB or more RAM

IT CONSULTANCY & MANAGED SERVICES
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VSPHERE 4.X

Photo: http://www.flickr.com/photos/wiebke-worm/




3,000 virtual
machines per cluster
(compared to 1,280)

1,000 hosts per VC
Server (compared to
300)

15,000 registered
VMs per VC Server
(compared to 4,500)

10,000 concurrently
powered-on VMs per
VC Server (compared
to 3,000)

VSPHERE 4.X: THE BIGGER THE BETTER

500 hosts per virtual -
Datacenter object
(compared to 100)

5,000 virtual
machines per virtual
Datacenter object
(compared to 2,500) &

120 concurrent Virtual
Infrastructure Clients
per VC Server
(compared to 30)

hostd footprint and
memory consumption
reduced by 40%

=% UNIVERSITY OF
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Photo: http://www.flickr.com/photos/charcoal filtered media/
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VSPHERE 4.X: NEW FEATURES

Scalable concurrent vMotion
= 4 |ive migrations over 1GbE

= 8 live migrations over 10GbE (up to
8GB/sec)

vNetwork Distributed Switches can
load balance traffic on team
physical network interfaces

Multiple Data Recovery
virtual appliances

Support for FT in DRS clusters with
Enhanced vMotion Compatibility

&eedn UNIVERSITY OF

= OXFORD

Refined Distribute Resource
Scheduling (DRS) VM affinity rules

ESX/ESXi AD Integration

Enhanced hardware support
= 8 GB Fibre Channel HBAs

= |SCSI TCP Offload Engine (TOE)
NICs

= |ntel Xeon 7500 / 5600 / 3600
CPU series

= AMD Opteron 4000 / 6000 CPU
series
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TR |
-—|

IT CONSULTANCY & MANAGED SERVICES

26



VSPHERE 4.X: PERFORMANCE

Storage I/O Control
= Quality of service prioritisation per host or cluster
= Congestion monitoring and prioritisation
= Limits of I/O operations per VM

Network |/O Control

e Prioritisation now also based on traffic type:
virtual machines, vMotion, Fault Tolerance, and IP storage

Transparent Memory Compression (TMC) _
= On the fly compression for RAM pages instead of swapy /4,
= Compression cache for small pages (<2KB)

m 15%-25% performance gain depending on
memory over-commitment

Improved VM NUMA scheduler

Yawdn UNIVERSITY OF
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