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Desktop computers and energy 
consumption

Power (kW) x Time (hours) x Number of devices x Cost (£ per kWh)
0.105 x 8760 x 16 000 x 0.12 = £1,766,000
0.105 x 1808 x 16 000 x 0.12 = £   364,000



Five steps: Estimate
Scenario A: 100 computers (80W) and monitors 

(25W) left on all year will consume 92,000 kWh 
over the next year:
– 49,400 kg CO2eq.
– £11,000 (at 12p/kWh)

Scenario B: Same stock switched off at the end of 
each working day (over night, weekends and 25 
days of holiday) will consume 19,800 kWh over 
the next year:
– 10,600 kg CO2eq.
– £2,400 (at 12p/kWh)



Five steps: Research

Energy Star has compiled a list of case 
studies (mostly for US organisations) and 
we have started to do the same at Oxford 
e.g. policy at OUCS:

http://www.oucs.ox.ac.uk/greenit/oucs.xml

http://www.oucs.ox.ac.uk/greenit/oucs.xml�


Five steps: Implement
Three distinct types of tool:

1. Monitor and report

2. Switch computers on remotely
3. Automatically power down computers safely and 

reliably



Five steps: Communicate
1. The Carbon Reduction Commitment league table
2. IT-related energy costs
3. Staff morale:

It all comes down to protecting the brand of your group and the 
collegiate University as a whole



Five steps: Share

Write your approach up so others can learn 
from your experience. 

For more information about the 5 steps:

http://www.oucs.ox.ac.uk/greenit/desktop.xml

http://www.oucs.ox.ac.uk/greenit/desktop.xml�


Low Carbon ICT Services

• Monitoring Service

• Wake-on-LAN Service



Monitoring Service 

Why bother?

•Nmap/Zenmap
•Net Scanner
•Tcpdump
•WireShark



Monitoring Service 

Monitoring utility for everybody!



Monitoring Service 

• No installation 
• SSO
• Attributes based AuthZ
• Central managed data
• Ping sweep vs. ARP 
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Monitoring Service 



Monitoring Service 

Explore by category

•Desktop
•Server
•Virtual Machine
•Network device
•Other



Monitoring Service 



Monitoring Service 

What do you need to join? 

-Gateway server sitting in right place.



Monitoring Service 

Possible results from monitoring
• Everybody turns off their computer
• Nobody turns off their computer
• Somewhere between



Wake on LAN Service 

• Wake on LAN 
• Motivation 
• One gateway, two services
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Wake on LAN Service 

Who can turn on the computer?
• Registered owner
• Scheduled timer
• Third party services
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Central server interfaces



Wake on LAN Service 

Secured communications

Central 
Server GatewayINTERNET

Signature + SSL



Wake on LAN Service 

Queue on gateway

FIFO Queue

Client WoL requests 

Listening 
thread

Request 
handler



Wake on LAN Service 



Deploying a gateway server

• Apply for a GlobalSign certificate
• Decide upon platform
• Install gateway software
• Register gateway
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Deploying a gateway server

1. Apply for a gateway certificate

https://wiki.oucs.ox.ac.uk/itss/CertificateService
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https://wiki.oucs.ox.ac.uk/itss/CertificateService�


Deploying a gateway server

2. Platform considerations

• Physical or virtual?
• Windows or Linux?
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Deploying a gateway server
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1.2GHz Marvell Sheeva CPU
512 MB RAM

512 MB flash memory
Gigabit LAN interface and USB 2.0 port.

1.6GHz Atom CPU
1 GB RAM
80 GB SATA-2 HDD
Gigabit LAN interface and USB 2.0 ports



Deploying a gateway server

3. Install gateway software

Step by step instructions at:
http://www.oucs.ox.ac.uk/wol/
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http://www.oucs.ox.ac.uk/wol/�


Deploying a gateway server

4. Register gateway

Email greenit@oucs.ox.ac.uk with:
• Main contact email address for your IT group
• Preferred name of gateway e.g. oucs-offices
• IP address of the gateway server
• Netmask of the subnet where gateway is 

installed
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mailto:greenit@oucs.ox.ac.uk�


Troubleshooting

• Tomcat working?
Check Tomcat log (catalina.log)

• Gateway services up?
Check https://server.unit.ox.ac.uk:8443/cwolf-gateway/services

• Packet getting to the workstation?
Check firewall logs, run tcpdump/Wireshark on the workstation

• Enable BIOS and network card for wake on LAN

31
Otherwise, send an email to greenit@oucs.ox.ac.uk

https://server.unit.ox.ac.uk:8443/cwolf-gateway/services�
mailto:greenit@oucs.ox.ac.uk�


Troubleshooting
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Power State WoL

G0/S0 -

G1

S1 -

S2 -

S3 Yes/No

S4 Yes

G2/S5 Yes

G3 No
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What’s next?

• If you are interested in experimenting the 
monitoring and wake on LAN services either:
– Come speak to us now!
– Send an email to greenit@oucs.ox.ac.uk

• We’ll visit you at your site and help you set up 
the gateway software and work your way 
through the 5 steps. 

• We aim to be able to do this in less than an 
hour…with practice!

mailto:greenit@oucs.ox.ac.uk�
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